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# Abstract

* Integrate 3 multi-omics datasets from the same system to create multi-layered networks for which Boolean rules can be inferred.
* **Network-based integration of multiomics data suggests a mechanism for HIF-1α-mediated chemotaxis in B cells.**

**Manuscript outline:**

1. Multi-omics network modeling and pathway enrichment analysis with mBONITA
   1. Outline methods for data integration, rule inference, node modulation scores, and pathway analysis (Figure 1)
2. mBONITA identifies mechanisms of hypoxia-mediated chemotaxis in RAMOS B cells (pathway analysis with mBONITA)
   1. Supplement – transcriptomics data analysis (Supplementary Figure 1)
   2. Correlation between omics datasets (Figure 2A and B)
   3. Pathway analysis with mBONITA on multiomics data (Figure 2C )
3. Pathway-based prioritization of genes in a signaling network with mBONITA
   1. Node importance score: show a case study of a LSP1/HIF1A-centric signaling network
4. Benchmarking of mBONITA
   1. Rule inference: Supplement - show that mBONITA identifies a smaller rule set from combined omics data than from individual datasets
   2. Pathway analysis:
      1. mBONITA identifies more significant pathways than:
         1. PaintOmics:
         2. LeapR:
         3. ActivePathways:
         4. CAMERA:
         5. BONITA (TBD)

Show pathways in supplement figures & tables

* + 1. mBONITA identifies different node importance scores from BONITA:
       1. Supplement – low correlations between node importance score from single omics and multi-omics data (ie, a comparison to mBONITA)

# Introduction

molecular signaling is complex and has transcriptional and post transcription, Protein and genes integration is important

Modern sequencing technology allows biologists to study conditions at different molecular levels by generating ‘omics’ datasets such as transcriptomics (mRNA levels), proteomics (protein levels) and phosphoproteomics (phosphoprotein levels). These datasets are extraordinarily rich and allow sophisticated inferences about molecular signaling individually. In particular, pathway enrichment analysis allows the identification of modulated biological processes by two main classes of methods 1, 2 – over-representation analysis and functional class scoring, or topology-based pathway enrichment analysis. However, technical and biological variability between these layered datasets present challenges for integrative computational analyses in general and pathway analysis in particular.

Discrete-state modeling characterizes network topologies with Boolean rules or gates that define signal flow through the network. These networks can be simulated either synchronously or asynchronously to identify limit cycles or attractors that correspond to network-specific states/phenotypes. We have recently published two algorithms that infer regulatory rules for prior knowledge networks (PKNs) from omics data 3, 4. These inferred regulatory rules are used to perturb and simulate networks *in silico* to calculate the influence of nodes over signaling through the network. This perturbation-based scores are combined with expression data to perform pathway analysis. However, both these methods rely on information from a single omics training dataset to perform both rule inference and pathway analysis.

Here, we present a method multi-omics Boolean Omics Network Invariant Time Analysis (mBONITA) to (a) use multiple layers of omics data to improve inference of regulatory rules, (b) use expression from all these layers to calculate node importance scores and identify condition-related subnetworks and (c) perform pathway analysis that incorporates information from multiple molecular layers. We demonstrate the utility of this algorithm on a multi-omics dataset from RAMOS B cells grown under hypoxic conditions and treated with cyclosporine A (CyA). This dataset consists of three layers – transcriptomics, proteomics, and phosphoproteomics. We have previously published the analysis and validation of the proteomics 5 and phosphoproteomics dataset 6. Here wepresent the conventional analysis of the transcriptomics dataset in this manuscript. These datasets have limited correlation in accordance with previous studies. We show that our method can effectively use this multi-omics dataset in combination with PKNs from KEGG 7 and WikiPathways 8, 9 to (a) identify an accurate and reliable regulatory rule set for PKNs, (b) use this improved rule set to calculate node modulation scores that incorporate all available expression information and the network topology and (c) use these modulation scores to identify modulated pathways that suggest a mechanism for hypoxia-mediated chemotaxis in B cells. We also demonstrate this on a multi-omics dataset from persons with renal cancer 10. We used mBONITA to identify pathways that are significantly dysregulated in the three contrasts in our multi-omics dataset, including pathways that are not significantly dysregulated in individual datasets. We compare these pathways to those identified by our competitor algorithms PaintOmics4 11, 12, CAMERA 13 in combination with Fisher’s method of p-value combination as suggested in ReactomeGSA 14, LeapR 15, multiGSEA 16 and ActivePathways 17, and show that mBONITA identifies the most relevant pathways to these conditions. We use mBONITA to calculate node modulation scores for a large signaling network describing the HIF1A-mediated signaling in B cells and identify that are highly modulated in this condition. We show that the genes identified by mBONITA show improved condition specificity and contain strong candidates for experimental validation.

In this manner, we show here that mBONITA uses a Boolean rule-based network propagation method that integrates multiple sources of omics/perturbation data to prioritize nodes in an interaction network, can identify subnetworks of highly modulated genes, and can perform pathway analysis using these multiple sources of omics data to present a complete picture of modulated signaling in the condition under study.

# Results

## Multi-omics network modeling and pathway enrichment analysis with mBONITA

multiomics -Boolean Omics Network Invariant-Time Analysis (mBONITA) extends our previous approaches to Boolean modeling and pathway analysis with omics datasets 18, 19. mBONITA uses trascriptomics, proteomics and phophoproteomics data to learn logic rules for prior knowledge networks (PKNs). Briefly, the BONITA algorithm uses omics datasets in combination with prior knowledge networks from sources such as KEGG 7 and WikiNetworks 9, 20 to infer Boolean rules which define signal flow through these biological networks. These Boolean models allow *in silico* perturbations and simulation of the networks to calculate node-wise importance scores that quantify a node’s influence in a network. These node importance scores are used in concert with variance and condition-specific fold changes from the training dataset to calculate a metric of pathway modulation and hence perform pathway analysis. We have reimplemented the BONITA Python tool in Python3, resulting in significant upgrades in speed, and use this updated algorithm as a basis for the mBONITA module. mBONITA is a three-step process that requires four inputs (Figure 1): (1) prior knowledge networks in graphml format, defining the topology of the signaling network(s) for which Boolean rules are to be inferred, (2) a matrix of gene/protein expression values from the multi-omics datasets under consideration, (3) a design matrix specifying the treatment for each sample in the training dataset and (4) a contrast matrix. We have only tested mBONITA in scenarios where conditions are matched across all omics datasets. In the first step, pathways are downloaded from KEGG using the KEGG API if desired, and prepared for rule inference. In the second step, Boolean rule inference is performed with a combination of a genetic algorithm and a local search as described previously. In the third and final step, *node importance scores* are calculated for each network by in-silico knock-ins and knock-outs. These node importance scores are topology-specific, not condition-specific. These scores are weighted by the fold-changes for each contrast from each dataset, and by the standard deviation of the gene across each dataset, and by the strength of the evidence for that gene across all datasets, to calculate a *node modulation score*. This means that each gene in the pathway is assigned an *evidence score* from 1 to the number of omics datasets, depending on the number of omics datasets in which it has a measured non-zero abundance. A *pathway modulation score* is calculated by summing up the node modulation scores for nodes in the pathway. A *p-value* is calculated by generating a distribution of the pathway modulation scores by resampling fold-changes, standard deviations, and evidence scores from the dataset. In a typical mBONITA analysis, these steps are automatically performed for all KEGG pathways that overlap with the training dataset. The outputs of this analysis are a table of p-values for each pathway in each contrast, graphml files annotated with fold-changes and importance scores, ready to be imported into network visualization software such as Cytoscape or Gephi, and tables of node modulation scores for each combination of pathway and contrast.

## mBONITA identifies mechanisms of hypoxia-mediated chemotaxis in RAMOS B cells

We used mBONITA to perform an integrative pathway analysis of three omics datasets generated from RAMOS B cells grown under hypoxic and normoxic conditions, in combination with treatment with the calcineurin inhibitor cyclosporine A (CyA) (Supplementary Table 1). CyA modulates oxygen-dependent chemotaxis in human B cells via the transcription factor HIF1A. Transcriptomics, proteomics, and phosphoproteomics were measured to XXXX. Previous analysis of proteomic and phosphoproteomic levels shows modulation of cytoskeletal rearrangement 21, 22. However, differentially regulated pathways identified from proteomic and phosphoproteomic analysis were not different at at the transcriptomic level (Supplementary Figure 1A-C). These discrepancies suggested that an integrative pathway analysis that took all three levels of available omics data into account would provide more insights into the mechanisms underlying the observed phenotypes of modulated cell migration. Datasets were processed as described in the Methods. We considered only conditions that were profiled in all three datasets (Supplementary Table 1). Preliminary analysis showed that there were significant differences in the number of molecular entities profiled in the three datasets. Only 1505 genes were profiled in all three datasets out of a total of 17846 profiled genes (Figure 1A). In addition, the measured abundances of these 1505 genes had a low Spearman correlation across datasets even when separated by condition, in line with previous studies (move to discussion), ranging from x-y, pvalue < z (insert values from Jupyter notebook here) (Figure 1B).

We then performed pathway analysis with mBONITA on the combined omics datasets and identified pathways modulated in three contrasts (Figure 1C, Supplementary File 1). mBONITA identified that the HIF1-A signaling pathway is dysregulated between samples grown at 1% oxygen without CyA and those grown at 1% oxygen with CyA, and the chemokine signaling pathway is dysregulated between samples grown at 1% oxygen without CyA and those grown at 1% oxygen with CyA. Other modulated pathways include the progesterone-mediated oocyte maturation, oocyte meiosis and breast cancer pathways, all of which include many nodes linked to the MAPK signaling pathway. The long-term depression pathway, which includes components of the calcium signaling pathway, is also dysregulated between samples grown at 1% and 19% oxygen without cyclosporine. This small list of pathways identified by mBONITA is highly interpretable and specific to the condition under study.

## Pathway-based prioritization of genes in a signaling network with mBONITA

We used BONITA’s rule determination algorithm BONITA-RD to identify Boolean rules for all three datasets as well as an integrated dataset as described in the Methods. The average size of the equivalent rule set (ERS) for nodes with in-degree >= 3, which is used as a proxy for BONITA-RD’s ability to narrow down the state space of Boolean rules, was significantly different for the same networks between different datasets (t-test, adjusted p-value < 0.05) (Supplementary Figure 2A). We found that BONITA-RD’s rule inference algorithm inferred smaller (and hence more high-confidence) rule sets when omics datasets were combined to form a single training dataset (Supplementary Figure 2A). We also calculated node importance scores using BONITA using each training dataset and found that importance scores were highly correlated between datasets (Supplementary Figure 2B, Supplementary Table 3). We note that node importance scores are independent of dataset-specific fold changes and are dependent solely on network topology and inferred Boolean rules. Both these observations underscore the difference in signaling information that can be obtained from these molecular layers and the importance of a meaningful combination of abundance measures to learn node importance scores.

We demonstrate the effectiveness and interpretability of mBONITA’s node modulation score on a previously-described custom network describing the HIF1A-mediated response of B cells to hypoxia and treatment with CyA 6 (Supplementary Table 2). (Results pending – experiment still running, placeholder figure on slide #7).

***Corresponds to Figure 2***

**Outline:**

Rule inference – mBONITA identifies a small set of rules from combined omics data

Node importance scores – mBONITA prioritizes genes according to their influence over signal flow

Case study – LSP1/HIF1A centric network, node importance scores,

## Benchmarking of pathway analysis with mBONITA

We compared mBONITA to six other pathway analysis methods as described in the Methods – ActivePathways 17, CAMERA in combination with Fisher’s method of p-value combination as suggested by the authors of ReactomeGSA 13, 14, PaintOmics4 11, 12, leapR 15, multiGSEA 16, and the original BONITA pathway analysis in combination with Fisher’s method of p-value combination 18. Complete pathway analysis results with each of these methods are presented in the Supplementary Data (Supplementary Figures 4-9, Supplementary Files 2-7). Across all three tested contrasts, the original BONITA pathway analysis returned the largest number of significantly modulated pathways (Benjamini-Hochberg adjusted p-value < 0.05) (Figure 4A-C). Most of these pathways were only identified by the original BONITA pathway analysis and represented a large fraction of the total number of KEGG pathways, suggesting that these results are non-specific. LeapR did not identify any modulated pathways. ActivePathways, PaintOmics, CAMERA, and mBONITA all identified a moderate number of significantly modulated pathways (1 - 8) across all contrasts, suggesting greater specificity for these methods (Figure 4 A-C). Across all contrasts, mBONITA identifies nine significantly modulated pathways of which two are also identified by BONITA in the 1% O2, CyA+ vs 1% O2, CyA- contrast (Figure 4B, Figure 2C). Out of 13 key KEGG pathways known to be involved in the mechanism of the HIF1A-mediated chemotactic response of human B cells to oxygen gradients and treatment with CyA (Supplementary Table 2), mBONITA correctly identifies the HIF1-signaling pathway as being modulated in the contrast 19% O2,CyA- vs 1% O2,CyA- and is the only method to identify the chemokine signaling pathway as being modulated in the contrast 1%O2,CyA+ vs 1%O2,CyA- (Figure 4D).

# Materials and Methods

## Transcriptomics data collection and analysis

RAMOS cells were maintained in a 37 degree Celsius, 5%CO2, humidified incubator in cR10 media (RPMI 1640 media supplemented with 10% heat inactivated fetal bovine serum (FBS), 50 U/mL Penicillin, 50 ug/mL Streptomycin and 50 uM 2-Mercaptoethanol). RAMOS cells, in triplicate, were treated with either 0 or 1 ug/mL cyclosporine A (CyA) and incubated at either 19% oxygen (traditional tissue culture) or 1% oxygen for 24 hours. After incubation with CyA at the indicated oxygen conditions, cells were harvested by centrifugation and washed 3X with phosphate buffered saline (PBS). RNA was extracted from the resultant cell pellets using TRIzol™ Plus RNA Purification Kits according to the manufacturer's recommendations (Invitrogen). Single-end RNA-sequencing was performed on the Illumina NextSeq 550. Raw data was formatted using bcltofastq-2.19.0. Sequence reads were trimmed for adaptor sequence/low-quality sequence using Trimmomatic-0.36. Trimmed sequence reads were mapped to Reference Genome hg38/GencodeV28 using STAR\_2.6.0c. Read quantification was performed using featureCounts from the R package subread version 1.34.7 using genome assembly GRCh38.p12.

Differentially expressed (DE) genes were identified using DESeq2 23. The R package ‘ashr’ was used for log fold change shrinkage 24. Genes with a Benjamini-Hochberg adjusted p-value < 0.05 and an absolute log2-fold change > 0.5 were identified as being DE. Heatmaps were prepared using ComplexHeatmap 25. Over-representation analysis of DE genes was performed with the R package clusterprofiler, using gene sets of canonical KEGG pathways from the MSigDB database 7, 26, 27. Gene sets were identified as being over-represented if the un-adjusted p-value was less than 0.05.

## Data processing for pathway analysis

Proteomics and phosphoproteomics data were collected and processed as described in 21 and 6 respectively. We retained only samples from the experimental conditions represented in all three datasets (Supplementary Table 1). In the case of the proteomics and phosphoproteomics datasets, we mapped protein names to gene names using Entrez and retained these gene names for downstream analysis, for consistency between datasets. We discarded observations for genes whose median value was 0. All data was log2(x+1)-transformed.

## Pathway analysis with mBONITA

We reimplemented our previously published algorithm BONITA 18 in Python3, resulting in a significant improvement in speed. We used this implementation of BONITA to infer Boolean rules individually for the three multi-omics datasets and for an integrated dataset comprising samples for conditions that were profiled in all three datasets (Supplementary Table 1). For each of these experiments, we used all KEGG networks with an overlap of 5 or more genes with the training dataset. *Node impact scores (Ig)*, which quantify the effect of individual nodes *g* over signal flow through a network, were calculated by *in silico* perturbation of networks as previously described 18. We used this node impact score in concert with dataset *d*-specific fold changes (*Qgd*), standard deviation (*std(Vgd*)), and *evidence scores* (*Eg*, Eqn. 1) to calculate *node modulation scores (Mg,* Eqn. 2*)* and hence an overall *pathway modulation score (Mp, Eqn.* 3*)*. A p-value was calculated by generating a distribution of pathway modulation scores by resampling dataset-specific fold changes, standard deviations, and evidence scores from the training dataset.

|  |  |  |
| --- | --- | --- |
|  |  | (1) |

where is the evidence score for a gene, is the number of multi-omics datasets, and is the measured abundance value of gene in dataset .

|  |  |  |
| --- | --- | --- |
|  |  | (2) |

where is the modulation score for a gene, and is the standard deviation of the measured abundance value of gene in dataset .

|  |  |  |
| --- | --- | --- |
|  |  | (3) |

where is the pathway modulation score for pathway and is the number of genes in the pathway .

## Comparison to other methods

Parameters for other packages here:

multiGSEA: used DE genes from limma

PaintOmics: relevant genes defined as those with foldchange (check this) > 4th quantile

LeapR:

ActivePathways:

CAMERA:

BONITA:

**Other multi-omics pathway analysis methods:**

1. **DONE - reactomeGSA** – applies CAMERA + Reactome to each dataset separately, returns individual p-values, correlations between datatypes. Adapted this method – used CAMERA + KEGG on each dataset separately, used a p-value combination method (Stouffer’s) to get an overall p-value per pathway.
2. **DONE - paintOmics** (<https://doi.org/10.1093/nar/gkac352>, <https://doi.org/10.1093/nar/gky466>): Fisher’s exact test for each dataset, joint pathway enrichment p-value for all omics data is computed by applying either Fisher combined probability test or Stouffer’s method. Other interesting pathway visualization features.
3. **DONE - ActivePathways** ([doi:10.1038/s41467-019-13983-9](https://doi.org/10.1038/s41467-019-13983-9)): “From a matrix of p-values, ActivePathways creates a ranked gene list where genes are prioritized based on their combined significance of in the series of omics datasets provided in the input matrix. The ranked gene list includes the most significant genes first. ActivePathways then performs a ranked hypergeometric test to determine if a pathway (i.e., a gene set with a common functional annotation) is enriched in the ranked gene list, by performing a series of hypergeometric tests (also known as Fisher’s exact tests). In each such test, a larger set of genes from the top of the ranked gene list is considered. At the end of the series, the ranked hypergeometric test returns the top most significant p-value from the series, corresponding to the point in the ranked gene list where the pathway enrichment reached the greatest significance of enrichment. This approach is useful when the genes in our ranked gene list have varying signals of biological importance in the input omics datasets, as the test identifies the top subset of genes that are the most relevant to the enrichment of the pathway.”
4. Tried a pca-based method PathwayPCA (<https://doi.org/10.1002/pmic.201900409>) and couldn’t get the R package to work. Update – this was my error, it’s not really a pathway analysis method and only tests association of pathways with specific categorical phenotypes, no way to test a contrast.
5. **DONE - leapR** (<https://doi.org/10.1021/acs.jproteome.0c00963>): “Many applications of enrichment compare one group of samples (case) against another group (control) with the goal of identifying pathways that have significantly different abundance in this comparison. The leapR package accomplishes this in the enrichment\_comparison (see [Figure 1](https://pubs.acs.org/doi/10.1021/acs.jproteome.0c00963) and [Table 1](https://pubs.acs.org/doi/10.1021/acs.jproteome.0c00963)) using a *t* test in which the overall abundance of the pathway members is summarized in distributions for the case and control groups and then compared. Output from this analysis will yield *p*-values for each input pathway that indicate the significance of enrichment. Examining the mean abundance from each condition will provide an idea of the effect size and the direction of enrichment—that is, is the pathway more abundant in the case or control condition? A small effect size can still yield very significant *p*-values, but these kinds of results must be treated with caution.”
6. **NOT SURE WHETHER TO INCLUDE - MGSEA** (<https://doi.org/10.1186/s12859-019-2716-6>): adaptation of GSEA to multiomics data. Haven’t looked at this code yet, it is just a supplementary R file.
   1. Not to be confused with multiGSEA (<https://doi.org/10.1186/s12859-020-03910-x>) which just applies GSEA to each sample individually and uses a pvalue combination method or with MOGSA (<https://doi.org/10.1074/mcp.TIR118.001251>) which is a single-sample method

## Data and software availability statements

The transcriptomics dataset described in this manuscript has been deposited to NCBI-GEO with the accession number insert accession number here and is available at insert URL here. The mass spectrometry phosphoproteomics and proteomics datasets are available at the ProteomeXchange Consortium partner repository PRIDE with the dataset identifiers PXD036167 and insert accession number respectively. The source code, documentation, and tutorials for the BONITA3 Python tool and the mBONITA pathway analysis module are freely available at <https://github.com/Thakar-Lab/BONITA-Python3>.

# Discussion

# Figures and Tables

## Main figures:

1. Figure 1: moBONITA integrates information from multiple omics datasets to learn a consensus set of logic rules for simulation and perturbation of prior knowledge networks
2. Figure 2: mBONITA identifies mechanisms of hypoxia-mediated chemotaxis from a multi-omics datasets from RAMOS B cells grown under three conditions (pathway analysis with mBONITA) (A) 1505 genes were profiled in all three omics datasets (median log2-abundance > 0) (B) The multi-omics datasets showed low inter-dataset correlations. Distinct experimental conditions are indicated by colors and shapes as shown in the legend. (C )Pathways known to be involved in the hypoxia-mediated response to CyA, Only pathways identified as significant from a combined dataset by mBONITA are shown. Pathways are defined as differentially regulated if the Benjamini-Hochberg corrected p-value < 0.05.
3. Figure 3: Pathway-based prioritization of genes in a signaling network with mBONITA. Node importance score: show a case study of a LSP1/HIF1A-centric signaling network (TO BE DONE). (A) Network figure (B) Heatmap of node modulation scores. This is a placeholder/draft figure showing node modulation scores for each dataset/contrast combination for the B cell receptor signaling network. NB – this is just IS \* RA, need to multiply by std.dev as well.
4. Figure 4: Benchmarking of mBONITA. Numbers of differentially regulated KEGG pathways identified from combination multi-omics data by tested methods in three contrasts (A) 19%O2,CyA- vs 1%O2,CyA- (B) 1%O2,CyA+ vs 1%O2,CyA- (C ) 19%O2,CyA- vs 1%O2,CyA+ (D). Pathways known to be involved in the hypoxia-mediated response to CyA, Only pathways identified as significant from a combined dataset by at least one method are shown. Pathways are defined as differentially regulated if the Benjamini-Hochberg corrected p-value < 0.05.

## Supplementary Materials:

1. Supplementary Table 1 Experimental conditions in the three datasets from RAMOS B cells. Conditions that are in all datasets are highlighted in red.
2. Supplementary Figure 1: Transcriptomics analysis of RAMOS B cells grown under three conditions. (A) Numbers of differentially expressed genes identified by DESeq2 in all three contrasts (absolute log2-fold change > 0.5 and Bonferroni-adjusted p-value < 0.05) (B) z-scored RPM values of DE genes identified in all/any contrast. Experimental conditions are indicated by colors as shown in the legend. (C ) Over-representation analysis of DE genes in all three contrasts (unadjusted p-value < 0.05). Complete tables of DE genes and over-represented pathways may be found in the Supplementary Data.
3. Supplementary Table 2: KEGG Pathways involved in the HIF1A-mediated response of B cells to hypoxia and CyA
4. Supplementary Figure 2: Rule inference from all three datasets – (A) Rule set sizes, (B) Importance scores (Spearman correlations between 0.5 and 0.8, p << 0.01). See Supplementary Table 3 for all correlation coefficients.
5. Supplementary Table 3: Spearman correlation between importance scores
6. Supplementary Figure 3: Comparison of mBONITA-PA to BONITA-PA Numbers of differentially regulated pathways identified from combination multi-omics data by mBONITA in three contrasts (A) 19%O2,CyA- vs 1%O2,CyA- (B) 1%O2,CyA+ vs 1%O2,CyA- (C ) 19%O2,CyA- vs 1%O2,CyA+. Pathways are defined as differentially regulated if the Benjamini-Hochberg corrected p-value is < 0.05.
7. Supplementary Figure 4: Pathway analysis with Bonita. All p-values are Bonferroni-corrected and are < 0.01. The top 10 pathways with the lowest p-values are shown. A complete table of significantly modulated pathways may be found in the Supplementary Data. (a) Proteomics (top 10 pathways with the lowest p-values are shown) (b) Phosphoproteomics (top 10 pathways with the lowest p-values are shown) (c) Transcriptomics (top 4 pathways with the lowest p-values are shown) (d) TO BE ADDED. Multiomics network. Contrasts are color-coded as shown in the legend.
8. Supplementary File 1: mBONITA-PA results Excel workbook - pvalues\_concatenated\_20220816
9. Supplementary File 2: PaintOmics results (paintomics\_allResults.csv)
10. Supplementary File 3: leapR results (leapR\_allResults.csv)
11. Supplementary File 4: CAMERA results (camera\_allResults.csv)
12. Supplementary File 5: ActivePathways results (activePathways\_allResults.csv)
13. Supplementary File 6: BONITA results
14. Supplementary Figure 5: paintOMICS results
15. Supplementary Figure 6: leapR results
16. Supplementary Figure 7: ActivePathways
17. Supplementary Figure 8: CAMERA + Fisher results
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# Supplementary Data

## Transcriptomics data suggests mechanisms of HIF1A-mediated chemotaxis disrupted by CyA

Differentially expressed (DE) genes and over-represented KEGG gene sets were identified as described in the Methods. The 24 genes that were DE between the `19% O2, CyA-` and `1% O2, CyA-` conditions (i.e., the DE genes driven solely by the response to hypoxia) were enriched for gene sets related to glucose metabolism, as expected (Figure 1 A-C). These genes included LSP1, EGLN1, BNIP3/BNIP3L, and ALDOC, which were upregulated in cells grown at 1% oxygen. All these genes are well-known regulators of cellular responses to cells to hypoxia (*many citations here*). BNIP3/BNIP3L and EGLN1 are direct downstream targets of HIF1A. While the over-representation analysis of the 49 genes that were DE between the `1% O2, CyA+` and `1% O2, CyA-` conditions (i.e., the DE genes driven solely by the response to CyA under physiological hypoxic conditions) did not identify gene sets directly linked to either hypoxia response or immunosuppression (Figure 1C).

VEGFA , PHGDH (<https://aacrjournals.org/cancerres/article/77/22/6321/622947/PHGDH-as-a-Key-Enzyme-for-Serine-Biosynthesis-in>, https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5286373/), PSAT1 (regulated by ATF4/5)

ADA - <https://pubmed.ncbi.nlm.nih.gov/16670267/>

PIM2 - <https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0088301>, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7783746/>

However, these DE genes included ATF4/5, SESN2 (HIF1A-induced, <http://www.aginganddisease.org/EN/10.14336/AD.2019.0320>),

## Multi-omics datasets showed low inter-dataset consistency

We profiled expression of mRNA, proteins, and phosphorylated proteins from RAMOS B cells grown under different oxygenation conditions and treatment with CyA and CXCL12, and retained only those conditions that were profiled in all three omics datasets for downstream analysis (Table 1). After processing and filtering the datasets as described in the Methods, we found that only 1505 genes were profiled in all three datasets (Figure 1A). The transcriptomic and proteomic data for these 1505 genes were moderately well correlated (Spearman correlation = 0.58, p-value < 0.01). However, the phosphoproteomics data showed low correlation to both the transcriptomics and proteomics data (Spearman correlation = 0.15 and 0.17 respectively, p-value < 0.01) (Figure 1B). We next attempted to find whether the intra-dataset correlations were consistent between datasets, i.e., whether the same signaling processes could be identified in all three datasets. We constructed a correlation network for each dataset as described in the Methods.

The overlap between genes that were highly correlated between pairs of datasets was similarly low (Figure 2). We constructed a network comprised of all KEGG networks, performed network propagation using TIEDIE, and identified modules of genes that were significantly differentially expressed between pairs of conditions. A representative comparison between B cells grown at 1% oxygen with CyA and without CyA is shown in Figure 1.